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Introduction 
Driven by its primary goal of detecting unknown targeted attacks on IT infrastructures, the JRC 
TARGET has built a solid foundation in data science, malware analysis, and digital forensics. Since 
2015, we have conducted comprehensive analyses of targeted cyber-attacks and existing detection 
as well as analysis methodologies, putting a strong focus on behavior-based concepts. 
With a solid research infrastructure in place, we are able to collect bulk operating system event 
data. This data, which is collected on numerous computer workstations as well as in a dedicated 
malware lab, is processed and analyzed in a multitude of ways. We generally focus on capturing, 
formalizing, and analyzing operating system events subsequently used to classify and interpret 
(anomalous) application behavior. Research methodologies include text-based scoring of process 
tree structures, numeric and string-based clustering, grammar inference, sentiment mining, 
classification using Markov chains, and the extraction and matching of star-shaped graph structures. 

Research Areas 
The ultimate goal of the JRC is the research of APT-aware threat detection methodologies for IT 
infrastructures. We explored different methods for large-scale system event data collection, its 
preprocessing and reduction, clustering efforts based on sequential text corpora, as well as semantic 
event analysis based on sentiment mining and graph-based matching methods. 
 



 

 
 
 
 
In the course of our work, we identified many data providers (collectors), correlation solutions, 
ontologies and languages, classification systems and other tools that can contribute to the 
semantics-aware recognition and mitigation of attacks. 
 
We ultimately decided to focus on a few highly relevant topics, including the ones exemplified 
below. 
 
Formalization, modeling and semantic web 
Our APT ontology (TAON) combines actors, assets, specific attack objectives, as well as attack stages 
into a single, versatile model for planning an organization’s defense against targeted attacks. TAON, 
an OWL-based ontology realized in Protégé, also facilitates the development of novel behavior-
based detection systems by mapping attack specifics to individual abstracted events and anomalies 
that can be detected by today's monitoring tools. This helps analysts to understand how, why, and 
by whom certain resources are targeted. Populated by concrete data, the proposed ontology can 
become a smart correlation framework able to combine several data sources into a semantic 
assessment of any targeted attack – hypothetic and ongoing. 
 
Data classification 
For data classification, we developed a sentiment extraction and scoring system capable of learning 
the maliciousness inherent to n-grams of kernel events captured by a real-time monitoring agent. 
The approach is based on calculating the log likelihood ratio (LLR) of all identified n-grams, 
effectively determining neighboring sequences as well as assessing whether certain event 
combinations incline towards the benign or malicious. The extraction component automatically 
compiles a WordNet-like sentiment dictionary of events, which is subsequently used to score 
unknown traces of either individual processes, or a session in its entirety. 
 
A lot of our work revolves around event propagation trees. These trees are representative for the 
behavior exhibited by computer programs. In an alternative classification approach, we use a 
moderately modified version of Markov chains to create a distance matrix based on the discretized 
behavioral profiles, which is subsequently used for clustering. Our evaluation results show that the 
Markov chain approach can be used to reliably classify arbitrary processes and helps identify 
potentially harmful outliers. 
 
Anomaly detection and explication 
For the automation of said event-to-activity mapping we included grammar inference. 
Methodologies based on inferring rules instead of relying on a manual definition of patterns are 
powerful knowledge generation tools. For the prototypical implementation of the system, we 
created a Sequitur-based inference and assessment mechanism that automatically extracts 
grammar rules describing potentially interesting patterns seen across several traces of a 
semantically comparable dataset. 
 
One of TARGET's key goals is to explain anomalous behavior. We prototypically achieve this goal by 
considering anomalies identified through their deviation from a set of baseline process graphs, 



 

 
 
 
 
observed within the context of a user session. To minimize computational requirements, we have 
adapted star structures, a bipartite representation used to approximate the edit distance between 
two graphs using the Kuhn-Munkres algorithm. Baseline templates for benign process behavior are 
generated automatically and adapt to the nature of the respective process. 
 

Conclusion 
The research conducted by JRC TARGET will become the scientific foundation of a new, innovative 
line of security solutions by our industrial partner company CyberTrap, as well as the basis for 
further academic research at the UAS. 
We are confident that our efforts will contribute to the timely detection and interpretation of 
current and future cyber-attacks on private, corporate, and public IT/ICT infrastructures and 
networks. This work is complemented by topically related research conducted by other UAS R&D 
teams active in the areas of industrial and smart grid security, security management, and data 
privacy. 
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